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Abstract. How can humans and machines driven by artificial intelligence (AI) become partners? What are the
principles of future human-AI systems? Human Systems Integration (HSI) currently investigates the evolution of
human roles, responsibilities and capabilities within our growing digital world. Complexity and interconnectivity are
increasing exponentially. How technology, organizations and human activities can be designed and developed for
improved safety, security, efficiency, resilience and comfort? How maturity of organizations for the fourth industrial
revolution can support these issues? Autonomy and flexibility have become real issues, not only on machine side,
but also foremost on human side. The concept of virtual assistant makes emerge several crucial issues such as
trust, collaboration and control. Panelist will discuss these interdependent topics toward a possible synthesis.
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Position Paper
Human-AI teaming is a drastic evolution of human-automation cooperation: could we go from automation rigidity
to flexible autonomy
Automation brought safety, efficiency and comfort benefits and issues for the last five decades. It also introduced
rigidity, especially in emergency and unexpected situations. In such situations, procedure following, whether
performed by people or machines, does not always work properly, and problem solving is at stake. Does artificial
intelligence (AI) help in such situations? How people and AI systems could work together to bring correct solutions
in such situations? More generally, how could people trust and collaborate with AI systems? The issue of autonomy
relies on competence, skills and availability when needed. Could AI bring more autonomy to people in emergency
and unexpected situations? In such situations, flexibility is required to handle uncertainty and even the unknown.
Human systems integration focuses on function allocation among people and machines not only in a procedural
way, but also in problem-solving way. How can we formulate such function allocation? These questions deserve
deeper discussions that I propose to entertain during the panel.

Nancy Cooke (Arizona State University)
Nancy J. Cooke is a professor of Human Systems Engineering at Arizona State University and directs ASU’s Center
for Human, AI, and Robot Teaming. She received her PhD in Cognitive Psychology from New Mexico State University
in 1987. Dr. Cooke is a past President of the Human Factors and Ergonomics and recently chaired a study panel for
the National Academies on the Enhancing the Effectiveness of Team Science. Dr. Cooke was a member of the US Air



Force Scientific Advisory board from 2008-2012. Dr. Cooke’s research interests include the study of individual and
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Position Paper
Artificial intelligence could be to assist in putting the right teammates together
A team is a heterogeneous group of individuals that are interdependent and that come together to work toward a
common goal. This holds for human-machine teams as well. Therefore, a team is a small system and can be
imbedded in a larger system of multiple teams and organizations that make up a complex sociotechnical system.
Human Systems Integration (HSI) is well positioned to assess, model, and intervene in such systems. However, as
system size and complexity increases there is need for assistance. One role of artificial intelligence could be to
assist in putting the right teammates together for a given task, developing the team, and coordinating team
process.
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Position Paper
Creating Shared SA in Human-AI Teams: A Fundamental Basis for Effective Teaming
How can effective human-AI teams be created and developed? Human AI teams are currently limited by poor
shared situation awareness (SSA) that undermines the ability of the team to effectively coordinate and collaborate.
SSA is fundamental to supporting coordinated actions across multiple parties who are involved in achieving the
same goal and who have inter-related functions. It is needed in ensure goal alignment in the human-AI team;
support dynamic function allocation, with flexible levels of autonomy, as relative capabilities and states change;
ensure the alignment of strategies, plans and actions across the team; and to coordinated on interdependent tasks.
Future AI systems will need the ability to develop accurate computational models of the world, and to support
human understanding of that model through improved transparency, as well as facilities for supporting effective
team behaviors. Methods for supporting SSA in future human-AI teams to improve their safety, efficiency and
resiliency will be discussed.
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Position Paper
How the maturity of organizations for the fourth industrial revolution can support AI-Human Teaming?
In the last decade, industries in advanced economies have been experiencing significant changes in engineering
and manufacturing practices, processes, and technologies. These changes have created a resurgence in
engineering and manufacturing activities. This phenomenon is often referred to as the Fourth Industrial Revolution
or Industry 4.0. It is based on advanced manufacturing and engineering technologies, such as massive digitization,
big data analytics, advanced robotics and adaptive automation, additive and precision manufacturing (e.g., 3-D
printing), modelling and simulation, artificial intelligence, and the nano-engineering of materials. This revolution
presents challenges and opportunities for the organizations and companies in effectively implementing these
innovative technologies and processes. Based on our studies there is a way to assess the maturity of the
organizations for the 4th industrial revolution by evaluating several capabilities of the organizations. We will discuss
during the panel the following questions: (1) How to assess the maturity of the organizations for the 4th Industrial
revolution? (2) How this maturity supports the implementing of HSI approach? (3) Which organizational capabilities
are needed for implementing AI-Human teaming?
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Position Paper
Integrated Systems of People with AI
It is well established that Artificial intelligence (AI) technologies have the potential to dramatically disrupt markets
and economies but also to design processes of systems and jobs. But it seems that technologically (and some may
add also culturally), this vision of ubiquitous and flawless AI is still many years off. As a result, in the coming years,
we'll see more systems where humans and AI work as a team, each bringing to the table his strengths. Such
"symbiotic" teams (as head of DARPA in the 60s J.C.R. Licklider coined) have the potential to produce
breakthroughs. But undoubtedly, team collaboration produces significant human factors challenges. In my part in
the panel, I will focus on these challenges and share first thoughts and insights on designing optimal human-AI
teams in a user-centric approach.
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Position Paper
Effective integration of humans and artificial intelligence
Future operating environments are likely to require the effective integration of humans and artificial intelligence (AI)
enabled systems within decision-making processes. As these AI-based systems are adopted it will become
increasingly important to ensure that appropriate human control is maintained for big data analytics and decision
support systems. Meaningful human control (MHC) can be described as the ability to make timely, informed choices
to influence AI-based systems that enable the best possible operational outcomes. There are a number of factors
contributing to MHC including freedom of choice and sufficient human understanding of the situation and system.
We should discuss the importance of maintaining human control within military, AI enabled systems.
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